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Abstract

This article examines the factors that affect exchange rate fluctuations in Sri Lanka. It attempts to identify how the changes in inflation, interest rates, terms of trade, Net Foreign Purchases (a proxy for Net Capital Inflows), official intervention and remittances affect the fluctuations in Sri Lanka’s exchange rate. There are two specific objectives, which are identifying the relationship between the factors and the exchange rate fluctuations, and investigating the impact of the factors on the exchange rate. The Multiple Regression Model has been used to analyse the results, with monthly data, for the period 2001 to 2010. The Vector Auto Regression Model has been used as an alternative specification to this model. Results obtained by the Multiple Regression model suggest that net official intervention is the most effective and significant determinant of the exchange rate during the sample period. Inflation and net foreign purchases (as a proxy for Net Capital Inflows) are reduced to be less effective and non-significant determinants of the exchange rate. However, it can be seen that there is a direct link between the two determinants of net official intervention and net foreign purchases. A negative relationship exists between the exchange rate and inflation, interest rate, remittances, and terms of trade, whereas a positive relationship exists between the exchange rate and net foreign purchases. According to the estimation results of the Vector Auto Regression model, net official intervention, net foreign purchases and call money rate cause the most fluctuations in the exchange rate.
1. Introduction

The exchange rate of a country’s currency is the value of its money for international trade in goods, services and finance. Therefore, it is part and parcel of the monetary condition of a country. Hence, the central banks, being the monetary authorities, have been given discretionary powers under the relevant statutes to manage the exchange rate as part of its monetary, financial and economic development policies. From a macroeconomic perspective, exchange rate policy is instrumental in the mobilization of foreign savings and capital, to fill the domestic resource gap and expand investments. Various public views are often expressed as to how the central banks should manage the exchange rate and what factors should be taken into consideration.

The changes in exchange rates will have both favorable and unfavorable impacts on economic activities and living standard of the public because of the largely globalized trade and finance involving the exchange of currencies. In general, appreciation of a country’s currency will have the following effects, whereas depreciation will have the opposite effects:

- Lowering the domestic prices of imports because the cost of imports in the domestic currency will be less due to the higher value of the domestic currency. As a result, inflation will be lower, depending on the extent of the imports in domestic consumption and production activities.

- The Country’s outstanding foreign debt equivalent of domestic currency will be lower and, therefore, the burden on foreign debt repayment will be less.

- One unfavorable effect will be that the lower import prices will encourage imports and worsen the country’s trade balance (net position between exports and imports).

- Another unfavorable effect will be that exporters will be discouraged by the reduction in their income in domestic currency, which will adversely affect the export industries. However, if domestic inflation will be lower due to reduced import prices, there will be higher foreign demand for exports, which will off-set the initial reduction in exporters’ income.

As described below in the Literature Review, about ninety per cent of the studies (both internationally and locally) have used the following factors on exchange rate determinants, differentials in inflation, differentials in interest rate, current account deficit, public debt, terms of trade, political stability and economic performance and stock market. In many of the Sri Lankan studies mentioned, they have examined a particular issue. In other words, they have done a partial study of the exchange rate determinants.
Hence this paper attempts to fulfil that research gap and conducts a comprehensive study for the period 2001-2010 using interest rates, terms of trade, and capital inflows as the key exchange rate determinants in order to understand the relationship of these variables with the exchange rate. Especially, this paper examines the impact of capital inflows on the exchange rate, as the capital account was substantially liberalized during the year 2010.

The proposed empirical study will be deductive in nature, where well recognized theories will be tested using empirical data relating to Sri Lanka (2001-2010). Secondary data which are available at the Central Bank of Sri Lanka and IMF will be used for the empirical analysis. I intend to use different estimation methods to obtain outcomes such as Unit-root test, lag selection criteria, Impulse Response and Variance decomposition test, Vector Auto Regression and OLS method.

The study attempts to suggest a suitable regression line to determine the relationship between the factors and the exchange rate.

\[
\text{Exchange Rate} = \beta_0 + \beta_1 \text{Interest Rate} + \beta_2 \text{Inflation} + \beta_3 \text{Balance of Trade} + \beta_4 \text{net foreign purchases} + \beta_5 \text{official intervention} + \beta_6 \text{remittances} + U
\]

The remainder of the paper is organized as follows. In Section 2, the literature on exchange rate determinants will be reviewed. In Section 3, the exchange rate policy in Sri Lanka will be described. In Section 4, the theoretical foundation relating to the study will be examined. The next section deals with the analytical framework, namely, the econometric models used for assessing the determinants of the exchange rate in Sri Lanka. The data employed to estimate these models will also be discussed in this section. Section 6 presents the preview of the data and Section 7 explains the findings in comparison with the findings of other researchers, who have studied the determinants of exchange rate in other countries. The final Section presents the conclusions of the study, limitations as well as recommendations for future research.

2. Literature Survey

Simone and Razzak (1999) have examined some unsettled theoretical and empirical issues regarding the relationship between nominal exchange rates and interest rate differentials and provide a model for the behavior of exchange rate in the long run, where interest rates are determined in the bond market. The model predicts that an increase in the differential appreciates the home currency. They have tested the model for the U. S. Dollar against the Deutsche Mark, the British pound, the Japanese yen, and the Canadian dollar. The first two pairs of exchange rates- for which purchasing power parity seems to hold- display a strong relationship with interest rate differentials.
In contrast to the preponderance of developed country studies of the behavior of exchange rates, evidence on the behavior of developing country exchange rates is scarce. Those studies which have examined the determinants of developing country exchange rates have largely focused on Latin America, and have emphasized the role of movements in terms of trade in driving exchange rate movements (see Diaz-Alejandro (1982), and Edwards (1989)). There is also extensive literature for some developed countries that links exogenous movements in terms of trade of commodity-exporting countries and changes in their exchange rates, particularly for commodity exporters in Canada and Australia (see Amano and van Norden (1995) and Gruen and Wilkinson (1994)).

The size of net foreign assets is likely to be associated with a more appreciated exchange rate in the long run. Higher net foreign assets induce larger expenditure on domestic goods, thus raising the price of non-tradables, and appreciating the exchange rate. An alternative mechanism is based on the absence of price equalization of tradables: a country that reaches a higher level of net foreign assets can afford to finance a worse current account balance and can therefore sustain a loss in competitiveness, associated with a more appreciated exchange rate. For a theoretical discussion and empirical evidence, see Lane and Milesi-Ferretti (2000).

Ezirim, and Muoghalu (2006) have used three theories namely, Debt Burden theory, Foreign Direct Investment theory and Contemporary Exchange Rate theory. The methods used in their study are OLS (Ordinary Least Square) Method and EML (Exact Maximum Likelihood) model. The study found clear cut and significant relationships between the three-external sector economic crises. Relatively, foreign investment burden, international oil prices and previous exchange rate conditions are important arguments in explaining current exchange rate crisis in a typical LDC. External debt burden was not found to be a consistent factor contributing to exchange rates crisis in Nigeria. A major imperative of these results is that the observed role of the investment burden was that of putting immense pressures on the exchange rates, and thus aggravating the crisis condition. External debt burden does not have the same magnitude of effect.

Wimalasuriya (2007) has used PPP as the theoretical basis to examine exchange rate pass-through into domestic prices in Sri Lanka. The relevance of the study lies on the fact that domestic price changes due to changes in the exchange rate could be significant in monetary policy decision making. Pass-through is estimated taking two approaches. First, pass-through into import prices is estimated with the use of a Log-Linear Regression Model. The results obtained suggest that exchange rate pass-through into import prices is around fifty per cent, that is, import prices increase by about 0.5 per cent as a result of a 1 per cent depreciation of the Nominal Effective Exchange Rate. Second, taking a Vector Autoregressive approach, exchange rate pass-through into a set of prices in the “pricing chain” is estimated. Namely, exchange rate pass-through to factors input prices, trade prices, wholesale producer prices and
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Retail consumer prices are examined, with the presumption that changes in the exchange rate are due to shocks exogenous to the model. The results obtained for this model suggest that exchange rate pass-through into consumer prices is about thirty per cent, although pass-through into wholesale producer prices was found to be complete. The findings from the second model further suggest that changes in the exchange rate could have significant implications for the trade balance.

Alawattage (2005) has examined the effectiveness of the exchange rate policy in Sri Lanka in achieving external competitiveness since the liberalization of the economy in 1977. This paper uses the Marshall-Lerner Theory and the conventional two-country trade model that explains the traditional approach to Balance of Payment (BOP) and was applied using quarterly data covering the period of 1978:1 to 2000:4. Results reveal that the Real Effective Exchange Rate (REER) does not have significant impact on improving the Trade Balance (TB) particularly in the short run, implying a blurred J-Curve phenomenon. Even though the co-integration tests reveal that there is a long run relationship between TB and the REER, it shows a very marginal impact in improving TB in the long run.

From the foregone review, we see that nationally the authors have done partial and comprehensive studies on exchange rates. Partial studies have only used one variable and its effect on the exchange rate. Comprehensive studies were mostly related to exchange rate regimes, using past data. However, internationally, authors have done cross sectional data studies using two countries. Further, when choosing the exchange rate determinants, they have taken into account the macro economic situation of that country. Both national and international studies have not used ‘Net Capital Inflows’ as a variable due to their capital account not being fully liberalized during the time of their study. This article sets out to contribute to knowledge in this area using simple and convenient procedure that would enable useful and reliable conclusions.

3. Exchange Rate Policy in Sri Lanka

Sri Lanka followed the fixed exchange rate system until November 15, 1977. During the period from 1950 to November 15, 1977, the exchange rate for US$ was revised from Rs. 4.76 to Rs. 8.60. Furthermore, the whole world followed the fixed exchange rate system until early 1970s under the Bretton Woods system which was set up by the IMF in 1947. Still, there are many countries that follow the fixed exchange rate system or some variants of it.

During the period from November 16, 1977 to January 22, 2001, Sri Lanka followed the managed floating exchange rate system. US$ was the foreign currency that the Central Bank engaged in transactions with banks and the band was fixed for the exchange rate for US$. During this period, the average of buying and selling rates for US$ was gradually revised from
Rs. 16.00 to Rs. 81.23. Accordingly, the band was increased from Rs. 15.97 (buying rate) and Rs. 16.03 (selling rate) to Rs. 77.40 (buying rate) and Rs. 85.13 (selling rate). However, due to heavy speculation toward the depreciation of the rupee during the second half of 2000, the CBSL several times revised the selling rate upward while selling a significant amount of US$ reserves.

The floating exchange rate system allows the market forces to determine the exchange rate without direct intervention of the central bank, given any prevailing controls on foreign exchange transactions. Accordingly, the exchange rate is free to fluctuate in response to changes in demand and supply factors. Since the central bank does not have to intervene in the foreign exchange market, it can conduct the monetary policy independently from the balance of payments as long as the exchange rate is free to fluctuate, to clear the imbalances in the foreign exchange market. However, if the exchange rate volatility at any time is considered high, the central bank will intervene in the market by buying or selling foreign exchange to maintain greater stability in the exchange rate. Sri Lanka has been following this system since January 23, 2001.

Finally, the CBSL decided to float the currency with effect from January 23, 2001 and discontinued its buying and selling dollars in the open market. According to some economists, the current exchange rate system is a managed float because the central bank intervenes (buy and sell) in the market to maintain the exchange rate without much volatility. However, the managed float system and the central bank’s intervention under the floating rate system to reduce any unhealthy volatility, as decided by the central bank in view of the current macroeconomic circumstances, are completely two different systems of exchange rate management.

As Sri Lanka currently follows a flexible exchange rate regime, the exchange rate of the country is determined by the supply and demand for foreign exchange in the economy. The supply of foreign exchange depends on the inflows to the economy such as export proceeds, workers’ remittances, tourist earnings, direct investment flows and foreign loans, while the demand for the same depends on outflows such as import payments and loan repayments. In Sri Lanka, foreign exchange earnings have persistently continued at a lower level than the demand for the same. Accordingly, a current account deficit has been a noticeable feature of the Sri Lankan economy.

4. Theoretical Foundation

General exchange rate equilibrium models include the Mundell- Fleming model, which deals with the equilibrium of the goods market, money market and balance of payments, but lacks micro-foundations to some extent; the Balassa-Samuelson model, which is built on the
maximization of firms profit; the Redux model developed by Obstfeld and Rogoff, the PTM (Pricing to Market) model, a simple monetary model with price flexibility created on the maximization of consumer’s utility and the Dornbusch model (or Mundell-Fleming-Dornbusch model). These are actually obtained by combining the monetary equilibrium with the adjustment of price and the adjustment of output toward their long run equilibrium, and can be called hybrids of monetary equilibrium with PPP or UCIRP. The balance of payments is covered in this investigation since many studies regard it as a foundation of equilibrium exchange rate determination.

The basic idea of PPP was initiated by classical economists such as David Ricardo in the 19th century. PPP describes the theory of law of one price for a standard commodity basket applied internationally. According to this theory, the exchange rate between currencies of two countries should be equal to the ratio of price levels of two respective countries.

When the relationship of exchange rate is presented in an equation form, let ‘Pr’ be the rupee price of the standard commodity basket in Sri Lanka and ‘P$’ be the dollar price of the same basket in the United States. PPP states that the exchange rate between their rupee and the dollar should be,

\[ S = \frac{Pr}{P\$} \]

Where ‘S’ is the rupee value of one dollar. The basic concept is that as a currency, it should be able to buy the same bundle of goods in the home country or abroad. In addition, to give an alternative approach to the PPP, the above – mentioned equation can be presented as follows;

\[ Pr = S \times P\$ \]

This equation states that the Dollar price of the commodity basket in Sri Lanka, i.e. ‘Pr’, must be the same as the Sri Lanka rupee value of the commodity basket in USA. Therefore, PPP states that the price of the standard commodity basket be the same across countries when measured in a common currency.

If the above-mentioned condition is an absolute version of PPP, the relative version or rate of change form can be presented as follows;

\[ e = \mu_r - \mu_s \]

Where “e” is the rate of change in the exchange rate and ‘\( \mu_r \)’ and ‘\( \mu_s \)’ are the inflation rates in Sri Lanka and the USA respectively.

It is important to examine the importance of PPP for international trade. The different interest rates to compensate deviations from the PPP are completely eliminated when PPP holds. Further, competitiveness in the world market will not be affected by the changes in the exchange rate when PPP holds. When there are deviations from PPP, changes in the nominal
exchange rate cause changes in the real exchange rates, affecting the international competitiveness of countries.

The second model, the Mundell-Fleming model, is extended from a closed IS-LM model. Unlike the simple monetary model, in which prices are viewed as flexible, it assumes that prices are preset in the short run. In addition to the internal monetary market equilibrium goods market equilibrium, and external equilibrium condition, the balance of payments is also considered in the Mundell-Fleming model. Thus, it can be viewed as a general equilibrium model. One of the most important forecasts of the model is the so called dilemma, which states that perfect capital mobility, monetary policy independence and a fixed exchange rate regime cannot be achieved simultaneously. In the long run, the exchange rate level is perfectly correlated with the level of monetary supply and monetary policy may only play a trivial role in economic growth. Another important forecast is that devaluation may lead to further devaluation if fiscal discipline, inflation and the balance of payments are not well managed, because a self-fulfilling bubble may be produced. Finally, the impact of devaluation on current account improvement may be weakened if an economy is heavily dependent on the re-export processing industry.

The third monetary model, the Dornbusch model, loosens the condition that prices must be preset, but allows for slow price adjustments. A famous insight into the policy implications of this model is the overshooting of the nominal exchange rate over its long-run equilibrium, when an economic system is shocked with monetary supply. This character is regarded as an advantage of a fixed exchange rate regime over a floating one. This model shows that once a real economic shock happens, markets may move to equilibrium either through a flexible exchange rate or change of prices. The difference between the two is mainly that in the latter, adjustment may consume more time and be less risky than in the former. If prices are relatively flexible and inflation can be controlled in a moderate range, a fixed exchange rate regime is desirable.

These models were criticized frequently for their lack of micro foundations and for their failure to elucidate the effect of the balance of payment on the determination of the exchange rate. However, their clear implications for policymakers should not be underestimated.

5. Methodology

The Multiple Regression Model

I intend to use the Multiple Regression model, which relates to a given dependent variable ‘Y’ to several independent variables, X1,X2,X3,……Xk. The multiple regression models have the following general formulation.
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\[ Y = \beta_1X + \beta_2X + \beta_3X + \ldots + \beta_kX + U \]

The Econometric Model,

\[ \text{NER} = \beta_1 + \beta_2\text{INF} + \beta_3\text{IR} + \beta_4\text{NFP} + \beta_5\text{OINT} + \beta_6\text{TOT} + \beta_7\text{REM} + U \]

Where ‘Y’ is the dependent variable, i.e., Nominal Exchange Rate. \( \beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6, \beta_7 \) are the parameters known as the intercept and slope coefficient in the equation and U is the classical random disturbance term.

The main purpose of the study is to examine the factors that affect exchange rate fluctuations in Sri Lanka, using monthly data for the period 2001 to 2010. Given that some of the variables used in the above models are not directly available, a proxy variable (Net Foreign Purchases) would be used, which will be chosen on the basis of their economic and econometric properties. Secondary data was used from previous research, internal databases of the CBSL, Annual Reports of the Central Bank of Sri Lanka, Monthly Bulletin, recent development trends of the CBSL and other publications of the CBSL.

- Dependent variable - nominal exchange rate
- Independent variables – inflation rate, weighted average call money rate, net official interventions, net foreign purchases, terms of trade and monthly remittances.

To fulfill the specific objectives of the paper, this section tries to identify the main determinants of the exchange rate USD/LKR by utilizing the Multiple Regression Model and VAR techniques. The data is on a monthly basis and covers the period 2001:01-2010:12. All the variables are in logarithms except for the nominal exchange rate, inflation rates and call money rates.

Quite similar to prices of goods and services, exchange rates, being the prices of the currencies, are also determined by demand and supply conditions of the currencies. Any foreign receipts to Sri Lanka, i.e., exports, inward remittances, foreign investments inflow and foreign borrowing, create supply of foreign currencies and demand for Sri Lankan rupees in the foreign exchange market. Any payments to foreign countries, i.e., imports, foreign travel, foreign investments outflow, foreign loan repayments and other payments, involve the purchase (demand for) of foreign currencies and supply of Sri Lankan rupees. In addition, dealings (buying and selling) in foreign currencies seeking financial gain on account of speculation on changes in exchange rates also influence the market demand and supply, and such dealings in globalized foreign exchange markets are key factors in exchange rate volatility. The demand will have an upward pressure on the value of the foreign currency and supply will have a downward pressure. The increase in the value of a currency against another currency, is termed as appreciation of the currency whereas, a decline in the value is the depreciation of the currency.
The demand for and supply of foreign currencies will change due to various factors relating to the economic activities of the countries. The growth of the national income of a country is a factor that will increase the demand for foreign currencies because the high income will increase the demand for imports. Inflation in a country will increase the demand for foreign currencies due to the tendency to import more, on one hand, and reduce the supply of foreign currencies as a result of the declined demand for exports due to high domestic prices, on the other hand. Expansion in money supply is a factor that will increase the demand for foreign currencies because increased ability to spend due to increased availability of money will raise imports. Therefore, it is believed that exchange rates are determined by demand and supply conditions driven by macroeconomic fundamentals that are linked to transactions in international trade, services and finance.

**Ordinary Least Squares (OLS) Method**

In statistics, ordinary least squares (OLS) is a method for estimating the unknown parameters in a linear regression model. This method minimizes the sum of squared vertical distances between the observed responses in the data set and the responses predicted by the linear approximation. The resulting estimator can be expressed by a simple formula, especially in the case of a single regressor on the right-hand side.

The unit root test was used to identify whether time series variables are stationary or non-stationary using an Autoregressive Model through the Augmented Dickey–Fuller (ADF) test. Most of the macroeconomic variables appear to be non-stationary because time series data are highly dependent on the actual time and do not have constant mean and variance (Gujarati 2007). Hence, for non-stationary variables, the unit root test was used in order to avoid the problem of spurious regressions, as follows.

Augmented Dickey Fuller Unit root tests are carried out to test whether the series are level stationary (I (0)) or first difference stationary (I (1)). If the data series is non-stationary, the first difference or first difference with log value has to be taken. If the mean is not constant, the first difference of the series is taken. Then series can convert to stationary. If the mean and variance both are not constant, lag first difference is taken.

**Unrestricted Vector Auto Regression Method.**

The following econometric tool is used in this analysis:

**A. Vector Auto Regression**- Vector Auto Regression (VAR) model is a system of equation in which each variable is explained by its own lags and current value, and lags of the other variables in the system. The VAR approach also provides an appropriate framework for making sectorial comparisons. The same reduced from equations can be used in all sectors for estimating the response of output to monetary shock. Also, the VAR approach allows the data
to determine the shape of the impulse responses for different sectors. With the Vector Autoregressive model it is possible to approximate the actual process by arbitrarily choosing lagged variables. Thereby, one can form economic variables into a time series model without an explicit theoretical idea of the dynamic relations. The most easy Multivariate Time Series model is the Bivariate Vector Autoregressive model with two dependent variables ‘y1,t’ and ‘y2,t’, where t = 1, ..., T. This means, the explanatory variables in the Simplest model are ‘y1,t-1’ and ‘y2,t-1’. The VAR (1) with lagged values for each variable is determined by:

\[
y_{1,t} = \alpha_{11}y_{1,t-1} + \alpha_{12}y_{2,t-1} + \epsilon_{1,t}
\]
\[
y_{2,t} = \alpha_{21}y_{1,t-1} + \alpha_{22}y_{2,t-1} + \epsilon_{2,t}
\]
\[
y_t = A_1y_{t-1} + \epsilon_t
\]

\[
A_1 = \begin{pmatrix}
\alpha_{11} & \alpha_{12} \\
\alpha_{21} & \alpha_{22}
\end{pmatrix}
\]

Assumptions about the Error Terms:
The expected residuals are zero: \( E \epsilon_{i,t} = 0 \) with \( i=1,2 \)

1. The error terms are not auto correlated:
\[
E[\epsilon_{i,t} \cdot \epsilon_{j,\hat{t}}] = 0 \text{ with } t \neq \hat{t}
\]

The VAR-model does not allow us to make statements about causal relationships. This holds when the VAR-model is only approximately adjusted to an unknown time series process, while a causal interpretation requires an underlying economic model. However, VAR-models allow interpretations about the dynamic relationship between the indicated variables.

**VAR (p)-Models with more than two Variables**

VAR (p)-model, with p variables, is given as:

\[
y_t = A_1y_{t-1} + A_2y_{t-2} + \ldots + A_py_{t-p} + \epsilon_t
\]
If one wants to expand the equation with a trend, intercept or seasonal adjustment, it will be necessary to augment the Vector ‘xt’, which includes all the deterministic components, and the matrix B (VARX-Model):

\[ y_t = A_1 y_{t-1} + A_2 y_{t-2} + \ldots + A_p y_{t-p} + B x_t + \epsilon \]

**B. Impulse Response - Impulse** Response function gives how the other variables react when there is a shock to one variable. The dynamic adjustment of reciprocal dependency is immediately not considerable. The impulse response test shows the effects of an exogenous shock on the whole process over time. Therefore, one can detect the dynamic relationships over time. Initially, look at the adjustment of the endogenous variables over time, after a hypothetical shock in ‘t’. This adjustment is compared with the time series process without a shock, i.e., the actual process. The impulse response sequences plot the difference between these two time paths.

**C. Variance Decomposition** – It is necessary that all the variables in the model are stationary for analysis in terms of variance decomposition. An alternative to impulse response to receive a compact overview of the dynamic structures of a VAR model, is variance decomposition sequences. This method is also based on a Vector Moving Average model and orthogonal error terms. In contrast to impulse response, the task of variance decomposition is to achieve information about the forecast ability. The idea is that even a perfect model involves ambiguity about the realization of ‘yt-1’ because the error terms associate uncertainty. According to the interactions between the equations, the uncertainty is transformed to all equations. The aim of the decomposition is to reduce the uncertainty in one equation to the variance of error terms in all equations.

**D. AR Root Test** – The AR Root test confirms whether the variables used in the analysis are stationary or non-stationary.

**6. Preview of Data**

Aside from factors such as interest rates and inflation, the exchange rate is one of the most important determinants of a country's relative level of economic health. Exchange rates play a vital role in a country's level of trade, which is critical to most free market economies in the world. For this reason, exchange rates are among the most watched, analyzed and governmentally manipulated economic measures. But exchange rates matter on a smaller scale as well, they impact the real return of an investor's portfolio. The major forces behind exchange rate movements are described below.
• **Inflation**

As a general rule, a country with a consistently lower inflation rate exhibits a rising currency value, as its purchasing power increases relative to other currencies. Countries with higher inflation typically see depreciation in their currency in relation to the currencies of their trading partners. A higher rate of inflation leads to the depreciation of a currency vis-a-vis another where inflation is lower. A relationship can be established between appreciation/depreciation and inflation rates. This is also usually accompanied by higher interest rates.

The figure 01 illustrates a weak negative relationship between nominal exchange rate and inflation during the period 2001 to 2010. The correlation coefficient between exchange rate and inflation is -0.03.

**Figure 01: Nominal Exchange Rate (USD/LKR) and Inflation**

![Graph showing nominal exchange rate and inflation](image)

• **Interest Rates**

Interest rates, inflation and exchange rates are all highly correlated. By manipulating interest rates, central banks exert influence over both inflation and exchange rates, and changing interest rates impact inflation and currency values. Higher interest rates offer lenders in an economy a higher return relative to other countries. Therefore, higher interest rates attract foreign capital and cause the exchange rate to rise. The impact of higher interest rates is mitigated, however, if the inflation in the country is much higher than in others, or if additional factors serve to drive the currency down. The opposite relationship exists for decreasing interest rates - that is, lower interest rates tend to decrease exchange rates.

The chart (Figure 2) below shows a weak negative relationship between exchange rate and monthly interest rate (call money rates) for 2001 to 2010, due to the correlation between exchange rate and interest rate, being -0.18.
• Terms of Trade

A ratio comparing export prices to import prices, the terms of trade is related to current accounts and the balance of payments. If the price of a country's exports rises by a greater rate than that of its imports, its terms of trade have favorably improved. Increasing terms of trade show a greater demand for the country's exports. This, in turn, results in increasing revenues from exports, which provides an increased demand for the country's currency (and an increase in the currency's value). If the price of exports rises by a smaller rate than that of its imports, the currency's value will decrease in relation to its trading partners.

Figure 03 represents the fluctuations of the nominal exchange rate and terms of trade during the past decade, 2001 to 2010. There is a negative relationship between exchange rate and terms of trade where the correlation is -0.62.
• Net official intervention

The Central Bank of Sri Lanka intervenes in the market to smoothen the USD/LKR excessive volatility. Though Sri Lanka adopted the free exchange rate system from 2001, practically, the Central Bank always determines the range of the buying and selling band on daily basis. When market forces violate the bands, the Central Bank intervenes to keep the exchange rate at the desired level. On the other hand, it is a signal to the market to follow the desired band, escaping market forces. The principal purpose of official intervention in exchange markets is to reduce short-run exchange rate fluctuations, or “smooth” medium-term movements in exchange rates, through the purchase of foreign exchange when the home currency tends to appreciate and the sale of foreign exchange when the home currency tends to depreciate.

The following chart (Figure 04) shows a positive relationship between the nominal exchange rate (USD/LKR) and official intervention (US Dollar Mn) from 2001 to 2010 and the correlation value is 0.12.

Figure 04: Nominal Exchange Rate (USD/LKR) and Official Intervention (US Dollar Mn)

• Remittances

Remittances are money transfers by migrants to their home countries. In recent years, remittances have played an increasingly significant role in the growth of many developing countries. Workers’ remittances have become the second largest source of net financial flows to developing countries. Remittances can affect long-term growth through several channels, one of which is the exchange rate. Changes in the nominal exchange rate affect the distributional impact of remittance inflows, both by altering the returns to factors related to the traded and non-traded goods sectors and by affecting the relative price of traded and non-traded consumption goods.
It is evident from the graph (Figure 05) below that there is a strong positive relationship between the nominal exchange rate (USD/LKR) and monthly worker remittances (US Dollar Millions) from 2001 to 2010 where the correlation is 0.87.

**Figure 05: Nominal Exchange Rate (USD/LKR) and Monthly Worker Remittances (US Dollar Mn)**

- **Net Foreign Purchases**

Net foreign purchases are measured by the difference between sales and purchases of the foreigners. The relationship between net foreign purchases and the nominal exchange rate has long been understood in the theoretical literature. In a simple Keynesian setting, countries with large external liabilities need to run trade surpluses in order to service them, and achieving trade surpluses requires a relatively depreciated currency. In particular, it is recognized that while in the steady state a positive NFP position supports a more appreciated exchange rate, in transition, the exchange rate movements may be a means of reaching a desired level of net foreign Purchases.

The graph (Figure 06) below depicts a weak negative relationship between the nominal exchange rate (USD/LKR) and monthly net foreign purchases (US Dollar Mns) from 2001 to 2010. The correlation between the exchange rate and net foreign purchases is -0.10.
Unit Root Test

Many macroeconomic data are non-stationary data. Therefore, we have to convert those non-stationary data to stationary data. The unit Root test is carried out to test whether the series are level stationary (I (0)) or first difference stationary (I (1)). The Augmented Dickey Fuller Test was used to check the stationary of variables. There are five variables in DLOG form (Growth rate), namely; exchange rate, inflation, interest rate, remittances and terms of trade. The results of the unit root test for all variables are given in Table 01 below. Results of the Augmented-Dickey Fuller tests confirm that three variables (Exchange Rate, Inflation and Remittances) are non-stationary at the level. The variables became stationary only after taking the first difference.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level (P Value)</th>
<th>1st Difference (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER</td>
<td>0.3821</td>
<td>0.0000</td>
</tr>
<tr>
<td>INF</td>
<td>0.2457</td>
<td>0.0000</td>
</tr>
<tr>
<td>IR</td>
<td>0.0551</td>
<td>*</td>
</tr>
<tr>
<td>REMI</td>
<td>0.8030</td>
<td>0.0000</td>
</tr>
<tr>
<td>OINTV</td>
<td>0.0000</td>
<td>*</td>
</tr>
<tr>
<td>NFP</td>
<td>0.0000</td>
<td>*</td>
</tr>
<tr>
<td>GRTOT</td>
<td>0.0001</td>
<td>*</td>
</tr>
</tbody>
</table>

* Already significant at Level
Table 02: Intermediate ADF Test Results

<table>
<thead>
<tr>
<th>Series</th>
<th>Prob.</th>
<th>Lag</th>
<th>Max Lag</th>
<th>Obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLOG(ER)</td>
<td>0.0000</td>
<td>0</td>
<td>12</td>
<td>118</td>
</tr>
<tr>
<td>DLOG(INF)</td>
<td>0.0000</td>
<td>0</td>
<td>12</td>
<td>118</td>
</tr>
<tr>
<td>DLOG(IR)</td>
<td>0.0000</td>
<td>1</td>
<td>12</td>
<td>117</td>
</tr>
<tr>
<td>DLOG(REMI)</td>
<td>0.0000</td>
<td>1</td>
<td>12</td>
<td>117</td>
</tr>
<tr>
<td>OINTV</td>
<td>0.0000</td>
<td>0</td>
<td>12</td>
<td>119</td>
</tr>
<tr>
<td>NFP</td>
<td>0.0000</td>
<td>0</td>
<td>12</td>
<td>119</td>
</tr>
<tr>
<td>GRTOT</td>
<td>0.0000</td>
<td>0</td>
<td>12</td>
<td>118</td>
</tr>
</tbody>
</table>

If the Augmented Dickey – Fuller test statistic value is smaller than the critical values, the null hypotheses of all variables are rejected. Alternatively, the probability value can be used. According to Table 02, the unit root test for all five variables confirm that they are stationary in the level at the 1 per cent level of significance.

Lag selection criteria

The determination of lag length is a trade-off between the curses of dimensionality and abbreviates models, which are not appropriate to indicate the dynamic adjustment. If the lag length is too short, autocorrelation of the error terms could lead to apparently significant and inefficient estimators. Therefore, one would receive wrong results. On the other hand, with increasing number of parameters, the degrees of freedom decrease, which could possibly result in significant of inefficient estimators.

The idea of information criteria is similar to the trade-off discussed above. On one hand, the model should be able to reflect the observed process as precisely as possible (error terms should be as small as possible) and on the other hand, too many variables lead to inefficient estimators. Therefore, the information criteria are combined out of the squared sum of residuals and a penalty term for the number of lags. In detail, for “T” observations I chose the lag length ‘P’ in a way that the reduction of the squared residuals after augmenting lag ‘P+1’, is smaller than the according boost in the penalty term. Hence, I have selected the 1st lag based on the AIC (refer Table 03).
Table 03: Lag selection criteria

Endogenous variables: DLOG(ER) DLOG (INF) DLOG (IR) DLOG (REMI) OINTV NFP GRTOT

Exogenous variables: C

<table>
<thead>
<tr>
<th>Lag</th>
<th>Log L</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2835.54</td>
<td>NA</td>
<td>6.58e+13</td>
<td>51.68254</td>
<td>51.85439*</td>
<td>51.75224*</td>
</tr>
<tr>
<td>1</td>
<td>-2778.201</td>
<td>106.3375</td>
<td>5.66e+13*</td>
<td>51.53092*</td>
<td>52.90571</td>
<td>52.08855</td>
</tr>
<tr>
<td>2</td>
<td>-2732.603</td>
<td>78.76024</td>
<td>6.09e+13</td>
<td>51.59278</td>
<td>54.17051</td>
<td>52.63832</td>
</tr>
<tr>
<td>3</td>
<td>-2704.746</td>
<td>44.57023</td>
<td>9.18e+13</td>
<td>51.97721</td>
<td>55.75788</td>
<td>53.51067</td>
</tr>
<tr>
<td>4</td>
<td>-2652.731</td>
<td>76.60391*</td>
<td>9.14e+13</td>
<td>51.92239</td>
<td>56.90600</td>
<td>53.94377</td>
</tr>
<tr>
<td>5</td>
<td>-2612.79</td>
<td>53.73878</td>
<td>1.17e+14</td>
<td>52.08710</td>
<td>58.27365</td>
<td>54.59640</td>
</tr>
<tr>
<td>6</td>
<td>-2566.965</td>
<td>55.82345</td>
<td>1.42e+14</td>
<td>52.14482</td>
<td>59.53432</td>
<td>55.14204</td>
</tr>
<tr>
<td>7</td>
<td>-2511.004</td>
<td>61.04855</td>
<td>1.52e+14</td>
<td>52.01825</td>
<td>60.61069</td>
<td>55.50339</td>
</tr>
<tr>
<td>8</td>
<td>-2453.308</td>
<td>55.59811</td>
<td>1.71e+14</td>
<td>51.86014</td>
<td>61.65552</td>
<td>55.83320</td>
</tr>
</tbody>
</table>

* indicates lag order selected by the criterion

LR: sequential modified LR test statistic (each test at 5% level)

FPE: Final prediction error

AIC: Akaike information criterion

SC: Schwarz information criterion

HQ: Hannan-Quinn information Criterion

**Mean root graph**

Further, Auto regressive Roots graph (Figure 07) for Vector Auto Regression model confirms that all the variables used in this analysis are stationary as a system.
It is necessary that all the variables in the model are stationary for analysis in terms of variance decomposition. Variance decomposition of the growth in the exchange rate (DLOGER) gives the changes in the variable DLOGER attributable to each of the other variables.

The results of the variance decomposition with respect to DLOGER are given in Table 4 (Variance decomposition). The variance decomposition of the exchange rate gives the changes in the growth in ER, attributable to each of the other variables included in the model, as well as itself.

Within this period (120 Months), about 0.45 of the variance in the growth in ER is from net foreign purchases, about 0.30 of the variance is from the growth in the inflation, about 0.31...
of the variance is from the monthly increase in the weighted average call money rate, while about 0.45 of the variance is from the growth of net official interventions and about 0.49 of the variance is from monthly remittances, whereas 0.65 of the variance is from the terms of trade.

**Figure 08: Impulse Response Function**
The impulse response function indicates the effect of a one standard deviation shock to one of the innovations on current and future values of the endogenous variables. The results of impulse response functions (except response of NER to NER) are given in Figure 08 (Impulse response function) which shows that an increase in the official interventions has a negative impact on the nominal exchange rate. On the other hand, an increase in interbank call money market rates has some impact to the nominal exchange rate from 1 to 3 months and persists 3 to 6 months after it dies. The response of inflation rate to exchange rate has a negative impact during the first 4 months, thereafter it dies out. We can see a positive response of net foreign purchases to exchange rate from 1 to 6 and afterwards it dies out. The response of terms of trade has a positive impact to the exchange rate from 1 to 3 months, subsequently it dies out. On the other hand, the response of monthly remittances has a negative effect from 1 to 3 months, is slightly positive during 3 to 4 months and thereafter dies out.

According to the estimation results of Vector Auto Regression, net official intervention, net foreign purchases and call money rate affect the fluctuations of the exchange rate. However, when compared to the pass-through process of inflation rate to exchange rate, it is not very significant.

7. Results

This section explains the empirical findings with regard to factors that determine the exchange rate. Firstly, a brief explanation with regard to descriptive statistics is mentioned below. Secondly, I have estimated the Multiple Regression Model and discussed the correlation between the exchange rate and other independent variables, as well as its coefficients. Finally, results are discussed by means of impulse response functions of a VAR Model.

<table>
<thead>
<tr>
<th>Table 05: Results of Descriptive Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Median</td>
</tr>
<tr>
<td>Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Skewness</td>
</tr>
<tr>
<td>Kurtosis</td>
</tr>
<tr>
<td>Jarque-Bera</td>
</tr>
<tr>
<td>Probability</td>
</tr>
<tr>
<td>Sum</td>
</tr>
<tr>
<td>Sum Sq. Dev.</td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>
Table 05 depicts the average nominal exchange rate to be 103.4162, the average inflation rate is around 11.27 per cent and interest rate to be 11.92 per cent. A higher volatility can be observed in official intervention and terms of trade. According to the Jarque – Bera values, this data distribution is not a normal distribution.

The data analysis method used in this paper is to identify the determinants of the exchange rate. The results were estimated using the Vector Auto Regression (VAR) method.

Multiple Regression Results: Dependent Variables NER

Table 06: OLS Results of Multiple Regression Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.002534</td>
<td>0.000909</td>
<td>2.789256</td>
<td>0.0062</td>
</tr>
<tr>
<td>DLOG(INF)</td>
<td>-0.002654</td>
<td>0.002713</td>
<td>-0.977981</td>
<td>0.3302</td>
</tr>
<tr>
<td>DLOG(IR)</td>
<td>-0.000745</td>
<td>0.011377</td>
<td>-0.065493</td>
<td>0.9479</td>
</tr>
<tr>
<td>DLOG(REMI)</td>
<td>-0.013351</td>
<td>0.007269</td>
<td>-1.836642</td>
<td>0.0689</td>
</tr>
<tr>
<td>OINTV</td>
<td>-1.11E-05</td>
<td>5.97E-06</td>
<td>-1.853063</td>
<td>0.0665</td>
</tr>
<tr>
<td>NFP</td>
<td>6.31E-11</td>
<td>5.14E-11</td>
<td>1.228412</td>
<td>0.2219</td>
</tr>
<tr>
<td>GRTOT</td>
<td>-7.68E-06</td>
<td>1.95E-06</td>
<td>-3.944056</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

R-squared: 0.179901 Mean dependent var: 0.002440
Adjusted R-squared: 0.135572 S.D. dependent var: 0.010478
S.E. of regression: 0.009742 Akaike info criterion: -6.367348
Sum squared resid: 0.010534 Schwarz criterion: -6.202985
Log likelihood: 382.6735 Hannan-Quinn criter.: -6.300611
F-statistic: 4.05826 Durbin-Watson stat: 1.591854
Prob(F-statistic): 0.001023

The empirical studies by Fry (1976), Bilson (1978), Messe and Rogoff (1983), Sebastian (1983), Woo (1985), and Oloyede (1997), to mention a few, have shown that the CAM model can be used to explain the stylized facts of the behavior of the inflation rate and the nominal exchange rate in many small open economies. For example, countries with relatively high rates of
monetary growth are expected to have high rates of inflation and depreciating exchange rates. However, using the OLS model, I found that my result shows a negative relationship between the exchange rate and inflation as the coefficient is negative, when inflation increases by 1 per cent rupee appreciates by 0.002 per cent. This may be due to the effects of some high volatile periods of inflation. However, the estimated coefficient is statistically insignificant.

According to my output, when inflation increases call money rates will also increase; as a result, exchange rate will appreciate. When interest rate increases by 1 per cent, exchange rate will appreciate by 0.0007 per cent. Hence the results indicate a negative relationship between call money rates and the nominal exchange rates. This can be empirically supported by Bjørnland (2009) who identifies a similar relationship to our research by imposing a long-run neutrality restriction on the exchange rate, thereby allowing for contemporaneous interaction between the interest rate and the exchange rate. In particular, a contractionary monetary policy shock has a strong effect on the exchange rate, which appreciates on impact.

If worker remittances increase, exchange rate should appreciate. Therefore, I have found a negative relationship between exchange rate and remittances: 1 per cent in remittances leads to appreciation of the exchange rate on 0.01 per cent. In contrast, Lin’s (2001) paper analyzes the determinants of remittances to Tonga. The results indicate that macroeconomic conditions in remitting countries and exchange rate fluctuations influence remittances. In particular, remittances growth falls when the Tongan currency appreciates, but increases with higher real GDP growth and lower unemployment in remitting countries. The analysis also found that the influence of these determinants varies with the recipients of remittances, with remittances to non-profit organizations being more sensitive to an appreciation of the Tongan currency.

As per my results, there is a negative relationship between exchange rates and net official interventions because when the Central Bank injects dollars to the market, the rupee will appreciate against the dollar. Behera et al.’s (2000) paper empirically explores the relationship between central bank intervention and exchange rate behavior in the Indian foreign exchange market. Specifically, the paper investigates the effects of RBI intervention on exchange rate level and volatility. The results using the GARCH model confirms that the intervention of RBI is effective in reducing volatility in the Indian foreign exchange market. Canales et.’s (2003) paper in contrast, offers guidance on the operational aspects of official intervention in the foreign exchange market, particularly in developing countries with flexible exchange rate regimes. The analysis highlights the difficulty of detecting exchange rate misalignments and disorderly markets, and argues in favor of parsimony in official intervention.

According to the analytical result, there is a positive relationship between net foreign purchases and the exchange rates. When net foreign purchases decrease (net sales increase) it will lead to an outflow of more Dollars from the country. Therefore, nominal exchange rate will appreciate. Thus, my result can be empirically supported by Peng et al.’s (2003) paper, which
assesses the equilibrium value of the yen within a VECM framework by considering a number of fundamental factors, in particular net foreign purchases holdings. Based on an established co-integrating relationship between the exchange rate and economic fundamentals, the trend value of the Yen is estimated to have remained broadly stable since the early 1990s. The continuous accumulation of net foreign purchase has underpinned the strength of the yen, as its positive impact offset the downward pressure arising from the deterioration of the terms of trade and slower relative productivity growth.

There is a negative relationship between exchange rate and terms of trade. When our terms of trade worsens, the exchange rate will depreciate. Wimalasuriya’s (2007) findings from the model suggest that changes in the exchange rate could have significant implications for the trade balance. More precisely, the most important variable affecting the exchange rate equilibrium level is the terms of trade. Although, Drine et al. (2003) show that an improvement in terms of trade entails a long-run appreciation of the exchange rate. On the other hand, an increase of domestic investment and degree of openness the economy entails an exchange rate depreciation; the effect of public spending increase being ambiguous.

8. Concluding Remarks

This paper examines the factors that affect exchange rate fluctuations in Sri Lanka. According to the empirical results, there is a positive relationship between net foreign purchases and the exchange rate. This study finds that the terms of trade is a determinant of the nominal exchange rate in Sri Lanka. A negative relationship exists between the exchange rate and terms of trade. There is a negative relationship between exchange rate and inflation because the coefficient is negative, when inflation increases, the exchange rate will appreciate against the dollar. In addition, there is a link between inflation and call money rates whereas when inflation increases call money rates will also increase, as a result the rupee will appreciate against the dollar. Therefore, there is a negative relationship between call money rates and the nominal exchange rates. If worker remittances increase the exchange rate should appreciate. Therefore, the results show a negative relationship between exchange rate and remittances. Most variables have a significant impact on exchange rate, peak effect within a two month lag. The Durbin-Watson Statistic was found to be 1.60, suggesting that the model specification was somewhat appropriate; this means that relevant variables have been included.

However, the size of the coefficient that relates monetary policy to the exchange rate was found to be relatively small. This points out the need for further research to analyse the impact of determinants on the exchange rate.

On the other hand, this study has several limitations, some of which are related to data availability. One such limitation is that proper net capital inflows do not exist for the entire sample period. Hence, I tend to use a proxy variable (Net Foreign Purchases) instead of Net
Capital Inflows, as there is no monthly data available for capital inflows. Further in this paper, I have considered only six dependent variables even though there are many influential factors that determine the exchange rate. One other limitation is the control over the capital account of Sri Lanka. The REPO market, initiated in 1996, and foreign participants involvement was limited to five per cent of total securities issued, though currently it has expanded to ten per cent. Therefore, the relationship between the exchange rate and interest rate cannot be implemented freely because of capital controls. Further this ten per cent foreign participant involvement limit was introduced in October 2010, hence the impact from this limit change will not be effectively shown in our results due to the time period constraint, i.e., using data from 2001: 01 January -2010 : 12 December.

Moreover, in this paper more emphasis is placed on determinants of nominal exchange rate under the managed floating exchange rate regime. However, it can be extended to account for the effects of real exchange rate shocks and costs of exchange rate fluctuations with regard to the exchange rate determinants. Furthermore, it compels us to explore future work as to whether there is any economic value to the predictive power of economic fundamentals for nominal exchange rates. Overall, more research may be needed to identify the determinants of real exchange rate.
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### Main Variables

The main variables considered in this analysis are given below. The analysis consists of mainly six variables. All monthly variables are from the period of 2001 to 2010.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEXRATE</td>
<td>Nominal Exchange Rate (USD/LKR)</td>
<td>Central Bank Annual Reports</td>
</tr>
<tr>
<td>CCPI</td>
<td>Colombo Consumer Price Index</td>
<td>Consumer and Statistics Department</td>
</tr>
<tr>
<td>NFP</td>
<td>Net Foreign Purchases (US Dollar Million)</td>
<td>Colombo Stock Exchange Monthly Reports</td>
</tr>
<tr>
<td>REM</td>
<td>Remittances (US Dollar Million)</td>
<td>Central Bank Monthly Bulletins</td>
</tr>
<tr>
<td>INTCALLMMRATE</td>
<td>Average Inter- bank call money market rate</td>
<td>Central Bank Annual Reports</td>
</tr>
<tr>
<td>NEOINTERVENTION</td>
<td>Net Official Intervention (USD Million)</td>
<td>Central Bank Annual Reports</td>
</tr>
</tbody>
</table>
Appendix 02

Unit root test

Individual variable unit root test

Null Hypothesis: Unit root (individual unit root process)

Series: DLOG(ER), DLOG (INF), DLOG (IR), DLOG (REMI), OINTV, NFP,

<table>
<thead>
<tr>
<th>Method</th>
<th>Statistic</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF - Fisher Chi-square</td>
<td>390.939</td>
<td>0.0000</td>
</tr>
<tr>
<td>ADF - Choi Z-stat</td>
<td>-18.4395</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

** Probabilities for Fisher tests are computed using an asymptotic Chi -square distribution. All other tests assume asymptotic normality
## Appendix 03

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Coefficients</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange rate</td>
<td>Inflation Rate</td>
<td>-0.03</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>Interest Rate</td>
<td>-0.18</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>Net Foreign Purchases</td>
<td>-0.10</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>Remittances</td>
<td>0.87</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>Net Official Intervention</td>
<td>0.12</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>Terms of Trade</td>
<td>-0.62</td>
</tr>
</tbody>
</table>